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ABSTRACT

Signature verification is one of the most widely used authentication technique with a broad
spectrum of applications ranging from banking transactions to person authentication in the legal
domain. In contrast to offline signatures, which uses signature as an image to process it as
genuine or forged, online signatures consist of periodic time series data of pen inputs. Hence,
online signatures provide flexibility in terms of features such as pen elevation, azimuth axis, and
pressure at each sample point, which offline signatures simply fail to deliver. However, online
signature verification comes with an additional overhead of a special input hardware to capture
the data. Signatures are treated as signals with various features listed above. Online signature
verification falls under classification problem since signatures are needed to be classified as
genuine/ forged and multi-class classification problem to identify the person based on the input
signature(if genuine). This paper focuses on the implementation of Deep Neural Network (DNN)
model to classify user as well as the authenticity of the signature and compare the results of the
different algorithms. A DNN is an artificial neural network which has multiple layers between
the input and output layer. Each layer consists of nodes which hold a value that is
mathematically calculated to learn the relationship between the input and the output. To train and

test the classification model, MCYT signature dataset has been used. The dataset contains signatures &
various features of 100 users.
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CHAPTER I
INTRODUCTION

1.1 Introduction

Data security and privacy are one of the major issues which need to resolve in the present day
digital world. There are various methods which have been developed in the past to restrict the
access of data to an unauthorized person, but with the advancement in technology, these
methods are not so robust anymore. Signature verification is one such area of authentication
which needs to evolve. Signature Verification is a process where a signature is compared with
other signature that is present in the database and checks for authenticity. This is being used by
banks, intelligence agencies and high profile institution to validate the identity of a person.

A signature is a behavioural biometric which varies from person to person, which makes it very
robust biometric to authenticate an individual. There are a lot of dynamic properties of a
signature such as pressure, number of time the pen was lifted and the angle made by the pen,
which can be used for the identification. A signature can be divided into two category — online
and offline. An offline signature data is the scanned copy of the hand-written signature while
the online signature data is captured in the signing process. The present method of verification
either uses software which treats the signature as an image to verify the identity of the person
or a handwriting expert is made to compare the signatures. By using signature as an image, we
lose a lot of the dynamic property, which makes the identification of forgery tough even for an
expert.

To collect the data for the online signature, we require additional hardware like a capacitive
tablet or personal data assistance (PDA) which will give us the x-y coordinate, pressure and
other dynamic feature reading. Using the dynamic features, we can also obtain static features
such as the shape of the signature and number of points in the signature. A dynamic feature is a
function of time while the static features are time-independent. The advantage of having the
dynamic feature is that even if the forger is able to produce a similar-looking signature, it will
be nearly impossible to provide the same dynamic feature such as the pressure and pen
elevation. This makes the authentication even more robust since this data would not be
available to the forger.

Signature verification can be divided into two-sub task, recognition and then verifying if the
signature is genuine or not. Recognition is the part where we compare the given signature with
the rest of the data to identify the user, whereas the verification part is to verify if that
signature belongs to that individual or not. In the verification part, we have two types of error —
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false rejection and false acceptance error. False rejection is the case where we reject the actual
user while false acceptance is the case where we accept the forged identity. The average error
rate is the average of false acceptance rate (FAR) and false rejection rate (FRR). The average
error rate should be as close as to zero and also FAR should be minimized as much as possible
since giving access to an unauthorized identity can lead to greater problems.

1.2 Motivation

The motivation for working on an online signature verification model revolves around security
and data privacy of individuals. The conventional offline signature does not provide the
dynamic features that online signatures do. The dynamic feature captured during the signature
process increases the difficulty to forge as the forger would not have access to these properties
and features.

1.3 Organization of Report

The report has been divided into five chapters. The first chapter gives an introduction to the
topic — “Online signature verification” and also provides the organization of the report. The
second chapter presents the background theory and the earlier work done in the field. It also
provides a brief background theory about the project and the summary of the literature review.
Chapter three provides the in detail information about the methods and tools used for the
project. The fourth chapter provides the details about the results achieved and their analysis.
The fifth and the last chapter present the summary of the work done, results achieved and also
the future scope of the project. References follow this final chapter.



CHAPTER 11
LITERATURE REVIEW

2.1 Background Theory and Previous works

Signature verification essentially means to compare two signatures and draw similarities
between them to conclude whether the signature is genuine or not. The easiest and most
straightforward way to match two signatures is to compute the correlation between them. The
drawback over here is that, this is a point to point comparison, and since the signature varies
for even the same person dues to rotation, translation or scaling, this method doesn’t work
very well. The decision is made by comparing the similarity score and a predefined threshold
score. Online signature captures a lot of dynamic properties which are basically time-series
data. Each series provides data on the action performed during the process of signing. As the
signature of same person varies due to expansion, compression, rotation or translation, a
straightforward method such as different distance metrics and autocorrelation are not the best
means to calculate similarity or dissimilarity value. To overcome this problem, non-linear
approaches and techniques such as Dynamic Time Warpping (DTW) algorithm and Hidden
Markov Models (HMM) are commonly used in aligning two signatures. After the advancement
in the field of Neural Networks and Machine Learning, methods such as Deep Neural Network
(DNN), Support Vector Machine (SVM) algorithm and K-Nearest Neighbor (KNN) algorithm have
also been used.

Another factor that affects the output is the features that are being used to train the model.
Gupta and Joyce [1] studied the effect of using six global features - total time, the total pen-up
time, number of velocity sign changes in the x- and y-direction, number of acceleration sign
changes in the x and y coordinate. There are various other distance metrics mentioned in [2]
that can be used to compute the distance between the given signature and the stored
signature. The most common method to find the similarity between the input feature vector
and the stored template is to use a classical distance measure such as Euclidean distance,
Canberra Distance, Euclidean Distance, City Block distance and Hamming Distance. Kim [3]
studied 75 features and selected the best combination of features for each individual by
measuring the Degree of Difficulty to forge. Taherzadeh [4] extracted 30 features from the
online signature and categorized them into four categories- Direction-related, Pressure-related,
Dynamic-related and Shape-related. David Aristizabal [5] proposed a system that extracts 42
features from seven time-series functions by applying 6 non-linear dynamic techniques to each
series.

One of the most successful and also one of the simplest methods used for verification is DTW
[6, 7]. DTW is an algorithm which calculates the similarity between two sequences which may
vary in time or speed. DTW finds the best non-linear alighment of two vectors such that the
overall distance between corresponding vector elements is minimized in the least square sense.
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In DTW, the input and reference signatures are compared by using dynamic programming (DP)
matching algorithm which can manage the variability on the signature’s length. DTW is used to
accommodate the timing but not the X and Y coordinates of the signature. By applying DTW to
X and Y signals, it will distort the shape of the signature.

Hidden Markov Models (HMM) were introduced in the pattern recognition field as a robust
method to model the variability of discrete-time random signals where time or context
information is available [8]. HMMs are widely used in the classification of input patterns, and
they have a remarkable ability to model stroke-based sequences. These models have found to
be well suited for signature modelling since they are highly adaptable to individual variability
[9].

SVM is widely used for classification and regression problems. SVM uses a kernel function to
find similarity or to classify data into different groups. A study to compare different classifier,
which included SVM was conducted by Yenwei Lee [10] in the area of Signature verification.
The best result achieved by an SVM classifier was 95.8% using Gaussian Radial Basis Function
Kernel method. A later work by Marianela Parodi and Juan Carlos [11, 12] compared SVM and
Random Forest Classifier which showed that the later performed better than the results
achieved by SVM.

A neural network model requires both genuine and forged data. Since forged data can’t be
specific, a simple solution to generate this data is by deforming the original genuine data. A
neural network-based approach proposed by Tarig Osman [13], used velocity segmentation and
autoregressive vector modelling. A work done by Babita P [14], showed that the accuracy of the
neural network-based model decreased as the number of users in the dataset increased. An
accuracy of 98% was achieved when there were only ten users as compared to 40.5% when
there were 100 users.

2.2 Summary

In this paper, we will be implementing Deep Neural Networks (DNN) model with different
parameters. A new and relatively easier method to pre-process the data has been proposed to
improve the time taken by the model to train and predict. Experimentation has been done with
hidden layers to get the optimal number of layers to be used in the Neural Network model. The
trained model has been tested with a different number of users to see how the accuracy is
affected. The proposed method decreases the data required by the model as compared to the
offline signature method, which treats the signature as an image, therefore reducing the time
needed for the model to predict.



CHAPTER 111
METHODOLOGY

3.1 Dataset

MCYT dataset [15] has been used, which consists of 5000 dynamic signatures, collected
from 100 users. Out of 5000 signatures, 2500 are genuine, and the rest 2500 are skilled
forgeries. The data set provides the following discrete-time series data of each signature: i)
x-axis position, ii) y-axis position, iii) pressure applied, iv) azimuth angle of the pen and v)
pen inclination (Fig 1). The sampling rate at which the data has been captured is 100Hz.
Using the given data, we have extracted additional features such as the time taken for
signing, number of pen ups, average pressure, the ratio of the signature, velocity in x and y-
direction.
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Fig 1 Features given in Dataset
3.2 Data Pre-Processing

Since everyone has a unique signature, all the signatures have a different number of data points
which cannot be directly used for training the model. All the signatures must have the same
number of data points. To make the sign of equal length, either the signs could be up-sampled
to the signature having the highest data points or down-sampled to the signature having the
least number of data points. Both methods have their own advantages and disadvantages. In
this paper, the disadvantages of both the methods have been tried to be eliminated. As we
would be losing points while downsampling, we need to take care that the signature doesn’t
lose its characteristics and while up-sampling we would be adding more points, so that might
8



add noise and also change the characteristic of the signature.
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Fig 2 Orignal vs Final Compressed

First, the Ramer—Douglas—Peucker (RDP) algorithm has been applied on the signature to only
keep the most significant data points in each signature while also maintain the shape and
characteristics of the signature. The length of each signature after this preprocessing will still be
varying but the number of points is reduced by a significant amount. As seen in the Fig 2.1, the
original signature consists of 1000 points, which was reduced to only 122 points after RDP
compression while maintaining the signature curves and characteristics. Now to make all the
signature of equal length, the signature with the highest number of points after RDP is selected
and all the signatures were then upsampled to that particular number of points. This pre-
processing made all the signatures of equal length while maintaining its characteristics and at
the same time reducing the data [Fig. 2.2]. All the data was normalized so that all the data

points were in the same range and their magnitude is also reduced.
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Fig 3.1 RDP Compressed signature
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Fig 3.2 Equidistant and Normalized signature after RDP compression

Ramer-Douglas-Peucker (RDP) algorithm

The Ramer-Douglas-Peucker is an algorithm used for reducing the number of points in a curve
that is approximated by a series of points. It is a recursive algorithm which keeps the first and
the last point in the series and then finds the farthest point from the line formed using the first
and last point. This farthest point from the line is kept because it is a point which defines the
curve of the sequence. The algorithm uses a parameter € which is the distance threshold for the
algorithm and set by the user. Any point in this threshold range which is not marked to be kept
will be removed from the sequence. The algorithm runs recursively between the first and the
farthest point and then between farthest and the last point until the base condition is reached.
Once the algorithm process is completed, a new simplified sequence with only significant point
is generated. Fig 3 shows an example of how RDP algorithm works.
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Fig 4 RDP Algorithm
Additional Derived Features

Using the dataset provided, some addition static features have been derived to improve the
training data for the model. Features added to dataset include:

e Ratio: This is the length to width ratio of the signature

e Number of times pen lifted: The number of time the pen is lifted up while signing

e Time taken to complete the sign: The duration taken to complete the signing process.
e Average Pressure: The average pressure applied by the user during the signing process.
e Average Speed: The average speed maintained by the user during the signing process.

3.3 Neural Network Model

The main focus of this paper is to find the performance of a Neural Network with the proposed
pre-processing method. The TensorFlow library in Python has been used to create the Deep
Neural Network model for this work. Two different models has been implemented — one for
user identification and one to find the authenticity of the signature. The same dataset with
minute changes has been used to train both the models. Experimentation with the parameters
of neural network such as number of layers, number of nodes, learning rate, activation
function, loss function and optimizer, has been done to come up with the best set of
parameters to achieve higher accuracy.
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Our dataset consists of 25 genuine and 25 forged signature of each user. The dataset was
divided into training, testing and validation set with training set having 15 each of genuine and
forged data, and testing and validation set have 5 each of genuine and forged signature data. A
total of ten features have been used to train the models to recognize the pattern in the
signature, with each signature having 505 data points. A number of models were made to
compare and study the effect of different parameters on the final output. The neural network
model for the user identification consists of an input layer having 505 nodes, 3 - 6 hidden layers
with a varying number of nodes and an output layer with 100 nodes. As an experiment to study
the effect of different number of user on the final accuracy, the output layer was varied from
10 to 100 nodes. Different number of hidden layers was used to find the optimal number of
layers for the model. The activation function used in the hidden layer was Rectified Linear Unit
(ReLU), and for the output, layer Softmax was used. The initial learning rate of the model was
set to 0.0005, the optimizer used was Adams, the loss function used was Sparse Categorical
Crossentropy and the number of the epoch was set to 100. For the authentication model, an
input layer of 505 nodes, 3 - 5 hidden layers with varying nodes and a single node output layer
was used. The neural network architecture for this model used RelLU as the activation function
for the hidden layer and sigmoid activation function for the output layer. A sigmoid activation
function gives a value in the range of 0 to 1 as a confidence score - closer to 1 being highly
confident and closer to 0 being not at all confident. This model used Adam as the optimizer,
binary crossentropy as the loss function, an initial learning rate of 0.0001 and the number of
epochs set to 100. The model was trained and tested upon different batches of users to make
sure that the model performs well for all the users.
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CHAPTER IV
RESULT ANALYSIS

The result obtained from the proposed methodology, mentioned in the previous section is
presented over here. The results were evaluated on different splits of the 5000 signatures
present in the MCYT dataset. The authentication model took 150 to 200 seconds for 100
epochs, i.e. 1-2 second for each epoch, to train upon roughly 3300 samples with each sample
having 505 data points. A similar training time per epoch was observed for user identification
model as well on 1747 samples.
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Fig 5 Training time recorded for User authentication model

Train on 1747 samples, validate on 749 samples

Epoch 1/150

1747/1747 [ 1 - 3s Ilms/sample - loss: 2467.1087 - acc: 0.0143 - val loss: 736.5818 - wval_ac
c: 0.0187

Epoch 2/150

174751747 [ 1 - 1s 502us/sample - loss: 450.8239 - acc: 0.0372 - val loss: 272.4B48 - wval_ac
c: 0.0427

Epoch 3/150

1747/1747 [ 1 - 1s 495us/sample - loss: 240.4409 - acc: 0.0452 - val loss: 183.0451 - val ac
c: 0.0240

Epoch 4/150

1747/1747 [ 1 - 1s 495us/sample - loss: 194.5648 - acc: 0.0781 - val loss: 225.1504 - wval_ac
c: 0.0654

Epoch 5/150

1747/1747 [ 1 - 1s 4%fus/sample - loss: 141.2507 - acc: 0.0750 - val loss: 134.2406 - val_ac
c: 0.0761

Fig 6 Training time recorded for User identification model

4.1 User Identification Model

The number of hidden layers used while training the model was varied to find the optimal of
layers to be used in the User Identification Model. The final model consisted of six hidden layers
with 400, 350, 250, 200, 150 and 125 nodes and output layer having 100 nodes. Table 1 shows a
comparison between the accuracy and number of hidden layers used.
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Number of Hidden Training Accuracy Validation Accuracy Test Accuracy
Layers
2 14% 7.5% 6.4%
3 100% 67% 66.2%
4 100% 85.5% 85%
5 100% 89.5% 87%
6 99.6% 92.3% 90%

Table 1
The final model was tested with a different number of users to measure the accuracy across
different sets of the user. Table 2 shows the results obtained over multiple iterations and fig 7
and fig 8 show the confusion matrix for some of the testing results.

Number of Users Accuracy
10 95%
20 92%
50 87%
100 85%
Table 2

Confusion matrix for first 10 users

0 0 0 0 0 0 0

0 0

0 1 2 3 4 5 6 7 8 9

Fig 7 Confusion matrix for 10 user
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Confusion matrix for 50 users
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Fig 8 Confusion matrix for 50 users

4.2 User Authentication Model

The final model used six hidden layers with 350, 250, 200, 150, 100 and 50 nodes which gave an
average testing accuracy of 83-85%. Figure 9 shows the confusion matrix for the authentication

model. The results achieved are mentioned below
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CHAPTER V
CONCLUSION

5.1 Conclusion

Online Signature Verification is one of the most widely used authentication systems in banking
and person authentication in the legal domain. Online signature provides a whole lot of features
which makes it a very robust method to verify the authenticity of a person. In this paper, we have
proposed an online signature verification model using deep neural network and a pre-processing
method which reduces the training and prediction time. The user identification model gave us a
testing accuracy of 90% on 100 users, and the user authentication model gave us a testing
accuracy of 85%.

5.2 Future work

There is a scope of improvement in the model with respect to accuracy. The current model has
a False Acceptance Rate of about 6 to 8 per cent which can lead to a security breach. Additional
features like jerks, velocity in x and y direction, acceleration etc. can be derived from the given
data and used for training the model to improve the accuracy. Experimenting with
hyperparameter tuning can also fetch us better results.
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